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1.1 Introduction

Our understanding of human speech perception is still atiraifre stage, and the best
theoretical or computational models lack the kind of detaduired to predict listeners’
responses to spoken stimuli. It is natural, therefore, ésearchers to seek novel methods
to gain insights into one of the most complex aspects of hubwraviour. Web-based
experiments offer the prospect of detailed response bligions gleaned from large listener
samples, and thereby provide a means to ask new types ofansdnstead of instructing
listeners to classify speech stimuli into one of a small nemdf categories chosen by the
experimenter, large sample experiments allow the luxumneéningful analysis of what is
effectively an open set of responses. This freedom from raxygater bias is more likely
to lead to unexpected outcomes than a traditional formaliegh, of necessity, usually
involves far fewer participants. Web-based experimemtativolving auditory and linguistic
judgements for speech stimuli is in its infancy, but earlipe$ over the last decade have
produced some useful data. Some of these early crowdsguegjperiences are related in
section 1.2.

However, the promise of web-based speech perception expets must be tempered
by the realisation that the combination of audio, linggigtidgement and the web is not
a natural one. Notwithstanding browser and other portghdisues covered elsewhere in
this volume, it is relatively straightforward to guarangeeonsistent presentation of textual
elements to web-based participants, but the same cannaidetsrently for audio stimuli,
and speech signals in particular. Similarly, while it maypossible using pre-tests to assess

This is a Book Title Name of the Author/Editor
© XXXX John Wiley & Sons, Ltd



2 Crowdsourcing in Speech Perception

the linguistic ability of a web user whose native languagéeds from that of the target
material in a text-based web experiment, it is far more diffito do so for auditory stimuli.
Here, performance alone is not a reliable indicator of mguiss, since it can be confounded
with hearing impairment or equipment problems. Sectiorekaémines these issues in depth.

Nevertheless, we will argue that with careful design and-poscessing, useful speech
perception data can be collected from web respondentsndéadical advances are making
it easier to ensure that stimuli reach a listener’s ears inistifpe state, and that the listener’s
audio pathway is known. New methodological techniques fieshjective confirmation of
respondent-provided data. Ingenious task selection @httethe collection of useful data
even if absolute levels of performance fall short of thoseiolable in the laboratory.

In the latter part of this chapter we present a comprehemwrsise study which illustrates
one approach which seems particularly well-suited to wageld experimentation in its
current evolutionary state, viz. tleeowd-as-filtermodel. This technique uses crowdsourcing
solely as a screening process prior to the selection of elemwhich are pursued further
in formal tests. As we will see in this application, tokensiethhave the potential to say
something valuable about speech perception are rare, amgieat benefit of crowdsourcing
is to increase the rate at which interesting tokens are dised.

1.2 Previoususe of crowdsourcing in speech and hearing

As early as 10 years ago psychologists were realising thenpiat of the Internet as an
alternative to laboratory-based experimentation. In aty emmparison of web-based and
laboratory-based experimentation, Reips (2000) identifidist of 18 advantages of the
former. These include a range of obvious factors such as/dikahility of a large number of
subjects and the ability to reach out to demographically@rtlirally diverse populations,
as well as cost savings in laboratory space, equipment djelctypayments. However, Reips
argues that there are also subtler advantages that may Essiiniportant. For example,
participants of Internet-based experiments are ‘hightylumntary, meaning that there may
be less motivation to produce deceptive responses. Likewngsults may have high external
validity and generalise to a larger number of settings (&augwitz 2001), and findings are
likely to be more applicable to the general population (Mdltand Coster 2001).

Although the web-based methodology has been discussedgstrzsychologists for over
10 years, it is only very recently that it has been serioustysidered by hearing researchers.
This is no doubt largely due to technical difficulties in tlediable delivery of audio stimuli
to web-users who may be using software that is several ptadutes out-of-date and
who could only recently be expected to have Internet commestvith adequate bandwidth.
Nevertheless, the increased ease and precision with whitio-dased experiments can be
conducted is evidenced by the rapidly growing interest agrmonsicologists (Honing 2006;
Honing and Ladinig 2008; Kendall 2008; Lacherez 2008), alogjists (Bexelius et al. 2008;
Choi et al. 2007; Seren 2009; Swanepoel et al. 2010) and, rtitplar relevance for the
current chapter, the speech technology community (Blin. &008; Kunath and Weinberger
2010; Mayo et al. 2012; Wolters et al. 2010).

The first major web-based psychoacoustic experiment, ghagdi in 2008, studied the
impact of visual stimuli on unpleasant sounds (Cox 2008}hls study participants were
asked to listen to a sound while observing an image and wee #sked to rate the
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‘horribleness’ of a sound on a 6-point scale. The experimaers run from a simple Flash-
enabled web site and was accessible to anyone with a websbramd a computer with
audio output capabilities (e.g., loudspeakers or headgd)osiven that attitudes to sound
are highly-individual, the study required a large and derapfically broad subject base in
order to produce meaningful conclusions. The study coutdhawe been conducted using a
traditional lab-based methodology. However, as Cox netagly placing an experiment on-
line does not guarantee a large number of participantsratss of how well-designed the
web interface is. In order to recruit participants some fofrmedia campaign is required. By
making use of the local, national and international press, Was about to collect over 1.5
million votes. Clearly, success here rests on being ablaptuce the public imagination and
being fortunate in conducting a study to which people coakilg relate. Participants were
not paid for their time: once engaged with the experimenttiaén motivating factor was
that in return for each response, the response of the ggrmpalation is revealed, allowing
participants to compare their view with that of others.

As the existence of the current volume testifies, crowdsogrbas also recently been
recognised as a useful methodology within the speech @seammunity. In contrast to
Cox’s voluntary crowd, speech researchers have largelMamg crowds that have been
financially compensated, usually through the use of AmazMechanical Turk (MTurk).
Annotation of speech corpora was the first problem to be addckin this way. The key
concern, clearly articulated by Snow et al. (2008), is, ‘@thand fast — but is it good?’. Their
conclusion, echoed in the title of a similar study ‘Cheagt fsndgood enough(Novotney
and Callison-Burch 2010) is that if crowdsourcing outpusustably handled, many large
labelling tasks can be completed for a fraction of the costsirig highly-paid experts and,
crucially, with no significant loss in quality. Crowdsourgi has also been used for read-
speech corpus collection. McGraw et al. (2009) employ adireneducational game to
generate a ‘self-annotating’ corpus. Similarly, the Vosgeoproject (Voxforge 2012) asks
visitors to their site to read prompted sentences with tie @fi collecting a quantity of
transcribed speech sufficient for training robust acoustidels for use with free and open-
source speech recognition engines.

The success of crowdsourcing in the context of corpus dalectranscription and
annotation is encouraging, but does not by itself demotestthe suitability of the
methodology for the study afpeech perceptiorin labelling tasks, human judgement is not
being recorded as a means to judge the human perceptuahsyaterather as a means to
generate data that will be used to either bootstrap or etalaarning algorithms. Error in
human judgements is a source of noise in the labels which estb suboptimal machine
learning, butit will not lead directly to false experimeltanclusions. Further, labelling tasks
have a high degree of inter-listener agreement allowinlyimgg data to be filtered. Perceptual
tasks, in contrast, are often concerned with the distidoutif judgements or small statistical
differences between conditions that are more likely to bekad in the event of a lack of
experimental control.

Examples of crowdsourced speech perception studies caiubd fn thespeech synthesis
community. The annual Blizzard speech synthesis chalkerfgey., King and Karaiskos
2010) use human judges to rank the quality of competing sgighsystems. The judges
include a mix of expert listeners and a contingent of naistemers recruited via email and
social networking sites. Listeners typically perform $est their offices over the Internet
using headphones, though judgements are supplementedadiddted by extensive lab
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testing. In the context of the Blizzard challenges, Wolttral. (2010) have recently tested
the validity of using a purely crowdsourcing methodology évaluating the intelligibility
of speech synthesis systems. Using listeners recruited/AViark they find that although
absolute intelligibility is much worse than in laboratossting (a finding echoed in other
crowdsourced speech perception studies, e.g., Cooke2étldl; Mayo et al. 2012), crucially,
the MTurk listener scores reflect tielative intelligibility of the systems fairly well. If the
task is to compare a new system against the current stdteeadrt then reliable relative
judgements may be all that is required.

1.3 Challenges

Despite their many clear advantages, web-based studiesoar@ithout their problems.
Reips’ early review of web-based experiments identified eefadly considered list of
disadvantages (Reips 2002). The extent to which thesesisswalidate the web-based
methodology has been much debated in the intervening yehmsirfg and Reips 2008;
Kendall 2008; Skitka and Sargis 2006). Despite stronghapséd views, it is clear that the
validity of a web-based methodology is highly-dependentiannature of the experiments
being conducted. In this section we will re-examine the kifjcdlties with a specific focus
on the requirements of speech perception experiments.

The most commonly cited problem for the web-based methagyoie the comparative
lack of experimental control. In fact, most of the difficeli discussed by Reips (2002)
can be seen as symptoms of this underlying problem, and thikenbes of experimental
control feature prominently in studies such as Wolters ef26110). Generally speaking, in
all web-based experiments, there is a trade-off: the exparier accepts a reduced amount
of control, but hopes that this may be compensated by thertppty to recruit a very large
numbers of subjects, i.e., the added measurement noiseodugsiance variables is, it is
hoped, more than countered by the increase in the numbertafpdénts. Nevertheless, a
large number of data points cannot protect against sysitefiases and even if subjects are
plentiful it is bad practice to waste resources through gaperimental design. It is therefore
worth considering how to minimise the potentially damagiogsequences of the reduced
experimental control inherent in web-based experimesati

In considering a speech perception experiment, the fathatswe wish to control can
be broadly categorised under three headinggn¥jronmental factorthat describe external
conditions which might affect a subject’s responsespgilicipant factorghat describe how
listeners are selected; and (i}imulus factorghat describe how the sounds that are heard
will be controlled. We consider each factor in turn.

1.3.1 Control of the environment

The loss of environmental control is perhaps the most olsviifficulty facing the web-
based methodology. For speech perception studieadbesticenvironment is clearly very
important. Laboratory listening tests are typically coctgdl in sound-attenuating rooms
with state-of-the-art equipment for audio reproductiam.cbntrast, web-based tests may
be performed by listeners sitting at computers at home oroakwn rooms with different
amounts of environmental noise and with uncalibrated hieadgs of unpredictable quality.
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A first consideration is whether the experiment is likely sodensitive to environmental
noise. Clearly, it would be unwise, for example, to attengpirteasure signal reception
thresholds in a web experiment: even quiet offices typicatiptain significant ambient
background noise as well as the possibility of intermiteuidio distractions (e.g., incoming
calls, visitors). However, if the experiment involves peesing speech at an adverse signal-
to-noise ratio (SNR) then the additional environmentasaonay not be significant if its peak
intensities lie below the level of the experimental maskdternatively, it may be possible
to reduce the unpredictability of the noise background. Praetical technique which may
be appropriate in some tasks is to add a fixed noise floor totitmelsis to mask variation
caused by differindpw levels of external noise.

Variance caused by differing headset quality is a sepassitrei Headsets may well possess
significant differences in frequency response. Subjecikidme asked to provide information
about their headset, but this would serve little purposelesag consumer headsets are
uncalibrated and variation may be present even betweerpheads of an identical make
and model. However, for many experiments these sources ridtiom are of little real
significance. Consider in particular that there is natugalation in the spectral shaping of
speech caused by room acoustics, and further variatioeiautiograms of even supposedly
‘normal hearing’ listeners. Depending on the details ofshely design, it might be argued
that it would be unusual for the result of a speech percepgperiment to be heavily
dependent on factors that the perceptual system itselfsamatkd to minimise or ignore.

A broader factor is the degree to which the environmentalecdraffects the attention of
a participant. Consider that in a traditional experimentibject has been brought to a lab
where they are placed in an environment designed to be frdistoéction. The subject will
have given up time in their day to perform the experiment aaml generally be expected
to be focused on the task. This is in stark contrast to the based situation where the
participant, even if highly-motivated, situated in a quidfice and wearing good quality
headphones, is far less likely to be devoting their fullritan to the experiment. They may
have other applications running on their computer, they tmayeceiving email alerts or
instant-messages; they are likely to be at work and gegangliossession of a multi-tasking
mindset. There is little that can be done to control thestofacbut two points are worth
noting: first, these factors are not totally excluded froaditional experiments - subjects
unfamiliar with listening experiments will find the unfamaitity of a hearing lab a distraction
in itself, and differences between the mental stamina ofigiaants will lead to varying
degrees of attention throughout an experimental sessemorfd, it can be argued that results
that are obtained in a natural environment have greaterredtealidity, i.e., they are more
likely to be representative of the type of hearing perforosaachieved in day-to-day life. As
we noted earlier, it has been argued that web-based findiedikely to generalise better to
a greater range of real-world situations (e.g., Laugwita1)0

1.3.2 Participants

When conducting a behavioural experiment it is normal toksgehomogenous group
of participants meeting some well-defined selection dateRelevant criteria in listening
experiments might include factors such as gender, ageuém® history and normality
of hearing. It is the experimenter’s responsibility to emsthat the selection criteria are
met when recruiting participants. The opportunity for facdace interaction between the
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experimenter and the participant allows for a robust sielegirocess. In the web-based case
participant selection is more problematic. Criteria camtaele explicit, allowing participants
to self-select, or information can be gathered from paénts using online forms which
allow non-conforming participants to be filtered out suhsaygly. Here, two problems arise:
selection depends on participants’ trustworthiness, @nthin selection criteria — such as
possession of normal hearing — may be difficult or imposstbpply remotely, at least with
current technology.

Trust

The ‘trustworthiness’ of participants is an oft-cited plexh with web-based experiments
(McGraw et al. 2000). How can it be guaranteed that the ppatits are providing correct
information? Moreover, how can it be guaranteed that they @moviding meaningful
responses during the experiment itself? However, propsradrweb-experimentation point
out that this question applies generally to all behaviotesting whether web-based or lab-
based. Further, it has been argued that participants in ebasbd experiment may generally
have less motivation to give deceptive responses: if theytaking time to complete the
experiment it will be because they have a genuine interésty (are ‘highly’ voluntary)
rather than because they have been drawn in by the promisaaofcfal reward and are
being coerced to complete the session while being oversean experimenter (Honing and
Ladinig 2008). Of course, this reasoning only applies t@éhapplications of crowdsourcing
where participants are not being paid and provides an arguatieer than cost savings for
not making crowdsourced experiments financially rewardingther, the ease with which
a web-based subject can drop out ensures that participamigleting the experiment will
generally be highly-motivated and providing good qualigtad (Ironically, high drop-out
rate is often something that web-experimenters discussasaern.)

If participant trustworthiness is considered to be a seriesue then precautionary checks
and measures can be put in place to screen out untrustwathylhis can often be achieved
through careful experimental design. For example, if ttst tequires a certain level of
hearing acuity which in turn necessitates good equipmedtlaw levels of background
noise, experimenters may set a threshold with tokens whigst minimally be identified
correctly to ascertain that the required conditions araedpenet. If listeners need to have
a particular linguistic background (e.g., regional, natimon-native accent, L1 of origin),
which will be determined by a questionnaire, experimentars also add criterion tokens
designed to filter out participants who are not being franguatheir profile (see also the
use of what we call ‘anchor tokens’ in section 1.5.6). Whembership of a specific group
is sought, appropriate slang vocabulary presented orafiybe a useful means to determine
affiliation. More generally, to increase the quality of p@pant data, web forms should not
be pre-filled with default values (something the currenhatg are somewhat guilty of in the
case study presented later in this chapter!) and partitspsmould be compelled to complete
the form before commencing the experiment proper. It maydvésable to avoid disclosing
the selection criteria to avoid participants supplyindidisest data in order to gain access to
the experiment. This is particularly true if respondenésraptivated by financial reward.

Even valid participants —i.e., those meeting the expertimsalection criteria — may need
to be screened out if they are not sufficiently engaged inakk &and are simply providing
arbitrary responses in order to complete the work with mimmeffort. It may be possible
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to detect such participants by monitoring response timangs$ checking that they fall in
a normal range. Another simple and commonly-employed figcienis to intersperse the
genuine trials with a number of dummy trials which have a higiredictable ‘correct’
response, where ‘incorrect’ responses to these trialersafsure indicator that the participant
is not cooperating (Sawusch 1996). Finding reliably-attrdeimmy trials is itself something
that is aided by large listener samples in a crowdsourcindysts we show in section 1.5.6.

Hearing impair ment

The impossibility of measuring participants’ audiogramaimajor limitation of the web-
based methodology. Many people with mild or even moderateifhg loss do not realise
that they have a deficit, especially if the loss has been pesgjre and not associated with
trauma (as is typically the case with age-related hearisg) |®espite remaining undetected,
a hearing deficit can easily lead to a measurable and sigmifffect on speech perception,
particularly in noise, and render a potential participarguitable for a wide variety of speech
perception experiments. Robust solutions to this probleennat obvious. Wolters et al.
(2010) screened participants using a standard hearingiguesire based on the Hearing
Handicap Inventory for Adults (HHIA) (Newman et al. 1990)tldHIA scores are only
weakly-correlated with audiometric measures and Wolteas.’s conclusions appear to cast
doubt on the efficacy of this approach. It is perhaps moreabbdi to identify abnormal
subjects directly from the statistics of their stimuluga@sses and apply a post-hoc filtering
to the results. This may be made easier if ‘diagnostic’ sliman be inserted into the
experiment. Also, as with other issues with poor subjecttrobnthe difficulties can be
reduced by designing experiments that rely on within-stthjather than between-subject
comparisons.

Linguistic background

Speech perception tasks in general and accent judgemepéstioular are usually carried
out by naive native listeners of the target language (M20@7), although expert judgements
(Bongaerts 1999) and non-native data (MacKay et al. 2006oM2007; Riney and Takagi
2005) have also been collected, depending on the expemants and listener availability.
Despite their predominance, the reliability of native jedghas been questioned (Major
2007; Van Els and De Bot 1987). Dialectology and L2 studied fiative listeners to be
far from homogeneous as a group: listeners vary in theiitatid judge accents and to
some extent in their perceptual performance depending ein tistory of exposure to
different varieties and languages, as well as other indaligtariables such as metalinguistic
awareness, age, hearing, and, for some tasks, persomaligdaicational factors. In the case
of crowdsourcing, familiarity with technology and compuieterfaces can also introduce
variability in the results.

One of the issues that needs to be handled carefully is theisibgn of indicators
of a participant’s linguistic background. In crowdsourgithis monitoring has to be
done indirectly, since the experimenter is not usually ableascertain a participant’s
linguistic competence by means of observations of theislpdn principle, notwithstanding
additional technical and ethical concerns, web-baseceditin of a speech sample is
possible, though its analysis would be expensive in timeedffadt and perhaps difficult to
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justify in the context of a speech perception experimenteftd questionnaires are needed
which clarify which languages are spoken by listeners, tictvirevel and from what age
(i.e., which are native languages, second languages agfdanguages). In this respect, care
should be taken with the terms used to describe multilingiiaations (e.qg., ‘bilingualism’,
‘second language learners’ etc.; see Garcia Lecumberti 2020, for a review). However,
the thoroughness of the questionnaire and therefore itgHemeed to be weighed against
the possibility of discouraging participation. To ensuagadreliability, as mentioned above,
participants’ self descriptions can be correlated witHgrenance on criterion tokens which
may provide useful indicators of the trustworthiness ofgjia@naire responses. Kunath and
Weinberger (2010), exploring the use of MTurk listeners fierception tasks, establish a
baseline pre-test to determine listeners’ accuracy. Tha&y propose for future studies a
more demanding and comprehensive ‘qualification test’ tvindl screen listeners before
selecting them as participants in the main perception task.

1.3.3 Stimuli

In all listening experiments it is clearly important that e@producible stimulus can be
delivered undistorted to the subject. In the early years eb-vased experimenting,
technological constraints were such that the web was a pdustitute for the laboratory
if experiments required delivery of reliable, high-quakitudio and/or video. Web-browsers
would not always provide media support without the installaof non-standard ‘plugins’
and file sizes could require excessive download times omwaand connections. However,
with the more widespread availability of higher bandwidtmoections to the Internet and
with the advent of technologies such as MPEG4, HTML staridatidn and client-side web
scripting, these problems have largely vanished for maatsus

A number of software frameworks for constructing and haggtiveb experiments have
emerged in recent years. Systems such as WEXTOR (Reips anthNe 2002), NetCloak
(Wolfe and Reyna 2002) and DEWEX (Naumann et al. 2007) perfprocessing on the
server-side to avoid client-side compatibility issuesulyfserver-side approach, however, is
unsuitable for speech perception experiments that reqairerolled delivery of stimuli on the
client. In contrast, the WebExp package employs a Java applring on the client (Keller
et al. 1998, 2009) which allows sophisticated control btthetexpense of requiring that Java
has been installed in the client’'s browser, something thahot be guaranteed, especially
on mobile devices. A potential solution is demonstratedhsy Percy framework (Draxler
2011) that makes use of the latest HTML specification, HTMkbich provides multimedia
tags to control the presentation of audio. This technologynits the development of web
experiments which will run in any compliant browser with reed for external media players,
plug-ins or additional client-side software.

Despite ongoing technological advances a few issues remaath noting. First, although
increased bandwidth means audio stimuli can be continyatisgamed over the Internet,
careful software design is needed to ensure that the paatitireceives stimuli in a
predictable fashion. In some experiments even tiny unicdiga in the start time of a
stimulus can impact the result. Therefore, stimuli needetddvnloaded or buffered so that
their onset times can be controlled with millisecond priecisPre-downloading an entire
experiment’s stimuli may take appreciable time and pgréiots may have little patience for
watching a download bar. A solution calls for good softwaesidn e.g., using buffering and
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asynchronous downloads that occur in dead time while thiicp@ant is reading instructions
or processing the previous stimulus.

A furtherissue concerns the quality of client-side audialere. Although a digital signal
can be delivered with fidelity and in a timely manner to theipgrant, its reproduction can
be compromised by poor-quality sound cards, variabilitheddphone frequency responses
and interference from noise in the surrounding environrasmtiscussed earlier.

Finally, audio-visual speech perception experiments require precise audi@lvisu
synchronisation. Participants can be sensitive to aspmids of as little as 40 ms if the
audio arrives in advance of the video. For television braeating, for example, the Advanced
Television Systems Committee recommends that audio sheattvideo by no more than
15 ms and audio should lag video by no more than 45 ms. The cofgramployed MPEG
encoding can ensure close synchronisation but only if catakien during preparation by, for
example, inserting presentation time stamps into the MPEGdata field. Even with due
care, data can potentially become desynchronised if teesigmificant mismatch in the video
monitor and audio processing circuitry after decoding.Btiming errors would, however,
be unusual in modern hardware and this problem can be exper@isappear in the near
future for most users.

14 Tasks

Choosing a task depends mainly on the aims of the data dole@ihd on the stimuli which
will be used. In principle, we can classify speech perceptasks broadly according to
what they are aiming to measure: signal properties sucheehpntelligibility, quality and
naturalness, speaker aspects (e.g., accent evaluatihliseeners’ perceptual abilities and
phonological systems.

1.4.1 Speech intelligibility, quality and naturalness

Speech intelligibility measurement is the object of a gneahy studies in speech perception,
motivated by investigation of factors such as speech styté lstener characteristics as
well as the effects of maskers, vocoders and synthesis gwioes. Intelligibility is normally
quantified objectively by having listeners report what they have heard eitheryollin
writing. Thus, intelligibility is frequently measured wittasks that take the form of oral
reports (e.g., repetition of speech, answers to questitttexance completion) or written
reports (orthographic or phonetic transcriptions) or cid@ from response alternatives
presented programmatically. In the case of studies whielttmvdsourcing, the latter option
is the only feasible modality at the present time. Particip&an be asked to type what they
have heard (Wolters et al. 2010) or choose their responag astustom designed interface
(Garcia Lecumberri et al. 2008).

Another measure which is sometimes grouped with intelligytis ‘comprehensibility’ —
how easy it is to understand a particular utterance or speakeopposed to intelligibility,
comprehensibility is a subjective measure, since it dep@mda listener responding based
on their impression rather than on quantifiable data (e.gmber of words/segments
understood). Comprehensibility, like many other subyectistener-derived judgements,

INote that the termsubjective intelligibilityis also frequently used in this context to distinguish bemvmeasures
derived from listeners on the one hand and predictions mpde-galledobjective intelligibility modelsn the other.
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is typically measured by means of Likert scales. In crowdsiog, comprehensibility of
synthetic speech has been assessed with a version of the ®@aion Score (MOS), a
5-point Likert scale (Blin et al. 2008).

Naturalness, alongside intelligibility and compreheiiigjbis the main criterion by which
synthetic and other forms of generated or coded speech atimely judged. One of the
pioneering applications of crowdsourcing has been in thmuahBlizzard Challenge (e.qg.,
King and Karaiskos 2010), which also employs Likert scaleslar to the ones mentioned
above.

The measures outlined above are frequently employed inittonsiwhich simulate some
elements of everyday speech perception, usually by pratsemtn the presence of competing
sound sources or under cognitive load. The latter is eslhemtevant for accent judgements
(see section 1.4.2 below). Formal studies have corrolebthéeintuition that foreign accents
(Munro and Derwing 1995) and unfamiliar regional accentsdéia et al. 2006) can make
special demands on the part of the listener so that the degeffort required from listeners
is higher than when listening to a familiar accent. One diveay of measuring cognitive
effort is to monitor response times or latencies. Latencis be calculated as a global
guantification of overall accent effects or at a finer leveldefail, in terms of segmental
or featural variables (e.g., Bissiri et al. 2011).

From a technical perspective, reaction time monitoring ior@avdsourced experiment
requires careful design, particularly with respect to takabce of responsibilities for client
and server components, but the use of suitable client-sifiware enables reliable reaction
monitoring (e.g., as demonstrated in Keller et al. 2009)weleer, a less tractable set of
issues comes from the need for a commitment on the part a€jpants to focus on the task
to the best of their abilities during its time-span and toidwbstractions. A related issue is
that it may be difficult for the remote experimenter to measueb-respondent fatigue effects
which sometimes accompany tasks involving cognitive load.

1.4.2 Accent evaluation

Outside the strict communicative confines of intelligityilas measured by narrow criteria
such as the number of keywords identified correctly, speaokiges a wealth of other
information. For instance, speech provides cues to thergpbgal and/or social origin of
speakers, and also conveys affect. In turn, a talker’s $pgexvokes attitudinal responses in
listeners. Accent research, for both native and foreigemats; has addressed all these areas.
Accents may be analysed according to speakers’ geographigaguistic origins. Within
this broad field, some researchers are concerned with lstiaiggard accent classification.
Clopper and Pisoni (2005) suggest a perceptual regionahactassification task in which
listeners are asked to indicate on a map where a particutscipsample belongs to in
geographical terms. In some contexts, regional accentejueégts are linked to opinions
of social class (Trudgill and Hannah 2008; Wells 1982). Khrnand Weinberger (2010)
used crowdsourcing to classify foreign-accented Englishpes according to three possible
first language origins as well as in the degree of foreign @icpeesent in each sample.
The magnitude or degree of accent corresponds to the extemhich it differs from a
particular norm or standard. The notion of distance fromeswoeference is flexible. In the
case of synthetic or manipulated speech, an evaluationtrbglidesigned to measure the
extent to which speech differs or conforms to a ‘standartibsenatural speech or even a
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specific voice. Conformity evaluations used for synthgtieech and foreign/regional accents
typically employ similar response measures as for studieatoralness (i.e., rating scales).

Accents can cause attitudinal reactions on listeners, why f@el charmed, soothed or
interested when listening to certain voices or conversely get irritated, anxious or bored
when listening to some accents that differ from their owrgétave reactions are often present
in the case of foreign accents (Brennan and Brennan 198%rFayd Krasinski 1987),
probably due to communication breakdowns or the extraifdeners need to make in order
to repair phonetic deviations (Fernandez Gonzalez 19&3ndexically, foreign speakers
who achieve near-native accents may also provoke unusaetiors such as suspicion or
envy. Again, attitudinal style judgements are usuallyiearout by means of Likert scales.

Speech conveys paralinguistic and extralinguistic infation and as such, listeners
develop constructs about speakers’ personalities andr atharacteristics such as
intelligence, education, profession, trustworthinesd aocioeconomic status, which may
become generalised for particular combinations of spdétener groups and according to
certain stereotypes. There are connections between aandnphysical qualities of their
place of origin (Andersson and Trudgill 1990). Thus, regioaccents will be judged as
euphonic if they belong to a scenic location whereas acdemts industrial areas tend to
be considered uglier. Research on second language amuiséts shown that for foreign
accents too listeners judge speech differently dependmghe perceived origin of the
speakers (Hosoda et al. 2007) and these judgements extbetidfs about economic level,
status, job suitability and professional competence (B28@83; Davila et al. 1993).

Since most of these accent evaluation tasks are based ochsjoéens evaluated along
Likert scales, they are certainly appropriate targetsifowdsourcing studies, just as Kunath
and Weinberger (2010) have done for degree of foreign aceeadtas in the evaluations of
speech naturalness cited earlier.

1.4.3 Perceptual salience and listener acuity

Exploring the perceptual salience of speech features atahérs’ perceptual abilities in, for
example, detecting just-noticeable differences (JNDs)ftisn the object of basic research
or an adjunct to other speech perception tests. Discriiimaasks are typically used
here. Discrimination tasks normally give no informationtaslisteners’ phonological or
grammatical classification of the stimuli. Stimuli may begented in one or two pairs (AX
or AA - BX), orin triads (ABX) in which a listener has to deci@feX is the same or differs
from the other tokens in the sequence. In the latter case/oid ahort-term memory biases
towards the stimulus closest to X, the triad AXB is the prefdralternative (Beddor and
Gottfried 1995).

Discrimination tasks require a very high degree of stimuastrol to avoid ascribing
perceptual performance to a confounding variable. It saertikely that crowdsourcing will
be suitable (or indeed necessary) for the estimation offpsmoustic distinctions such as
JNDs in pitch or duration. It is perhaps surprising then traivdsourcing has been used
in speech-based discrimination tasks. For instance, Bla.g2008) developed a system
to support ABX discrimination tasks used to compare maami@d and natural speech.
Notwithstanding the fact that these two examples invollatirely high-level categorisations
and hence to some extent prior information, the basis foldaaysion originates in part from
low-level stimulus differences. One would certainly expecfind differences in sensitivity



12 Crowdsourcing in Speech Perception

between formal and web-based discrimination tasks.

1.4.4 Phonological systems

One of the main aims of speech perception research has beéscttaver something of the
structure of a listener’s phonological system, addresgingstions such as: what are the
phoneme categories in an inventory, what is the internatgire of those categories, how is
the phonological system organised, and how does it relatthter phonological systems. For
these purposes, sound identification tasks have been vadghoyed. In identification tasks
the stimuli may correspond to phonemic categories or teaiisations, but dialectology also
uses this type of task to classify accents. Here, the tasthélistener is to provide a label
(e.g., phonetic symbol, spelling, word, accent name) ferstimulus.

Identification tasks may be totally open so that the lister@mnes up with the label.
However, this can make it difficult to compare results actisssners because of a potential
profusion of labels. Additionally, the task may be too diffic particularly for speakers
with low metalinguistic awareness. In that case, indivicalzlities introduce a great deal
of response variability. To avoid these risks, experimenteequently provide ready-made
label choices. The number of choices may be restricted ar (gg., presenting labels for all
the language’s phonemes or for all the dialectal areas)le/ihiited response sets typically
lead to easier tasks, they carry the danger of leaving ouathed which the listener would
actually choose in response to a stimulus (Beddor and @uttfr995).

In phoneme labelling studies particular care needs to bentakth the labels chosen
since orthography may play an important and often confaumpgart, particularly in cross-
linguistic research (Beddor and Gottfried 1995). A studyolittompared English consonant
perception across listeners from eight different L1 backgds (Cooke et al. 2010) found
that for naive listeners orthography has a strong influeflge alternative of using phonemic
symbols restricts the participants to populations whiah familiar with them, or runs the
risk of providing unwanted perceptual training during syriflamiliarisation.

In order to explore the internal structure of listeners’ pblogical categories and how
different realisations are classified as exemplars of theegghonemic category, categorical
discrimination tasks may be used. These tasks resembigtafoaward discrimination tasks
except that in categorical discrimination all stimuli arbypically different (ABC) and
listeners have to classify as ‘same’ those belonging to dneesphonemic category (e.g., A
and B). This task can also be extended to accent studies ém twrdjroup different speakers
into accent groupings defined by regional origin or L1, foauyple.

Category Goodness Rating is a metric designed to explorantieenal structure of
phonemic categories at a more detailed level than is p@ssilth categorical discrimination.
Listeners rate individual stimuli based on how good an examipp is of a particular
phonological category. This task usually accompanieseeiin identification task or a
categorical discrimination task. Ratings can use Likikg-$cales (Kuhl 1991) or continuous
scales (Gong et al. 2011).

The types of task outlined above may well be suitable for dsmurcing — there have
been few studies in this domain to date — but their hallmarkoltiple response alternatives
which convey what might be quite subtle categorical distims raises a broader issue for
web-perception experiments: how to instruct the partitipgend how to determine if the
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instructions have been adequately understood. In fornbalrédory situations, the human-
human interaction between experimenter and participaittisflexible, and rapid, providing
an immediacy of feedback both for the participant who may feute of what is required,
and for the experimenter, who can form a judgement abouthehétstructions have been
understood. The experience for a web-based participantoisoohrome by comparison.
Instructions are usually presented in textual form, peshajph audio examples. There is
generally no personalised interaction, nor an opportuttitask questions. One positive
aspect is that instructions are the same for all particjpaadthough there is no guarantee
that instructions are followed or even read!

1.5 BIGLISTEN: A casestudy in the use of crowdsourcing to identify
wordsin noise

We now describe in some detail a recent crowdsourcing esesiiciwhich listeners attempted
to identify words presented in noise via an online applaratirhis study, which we call the
BIGLISTEN, is an example of therowd-as-filterapproach, where the numerical advantage
inherent in the crowd is used to screen a potentially vastbhmuirof stimuli to find tokens
which meet some criterion, which are subsequently preddatisteners under a traditional
controlled laboratory regime. In part, thed ISTENweb application was developed to
pilot ideas in crowdsourcing for speech perception and miqdar to enable comparisons
between formal and web test results in order to evaluate #réswf the approach.

In this section, we describe the problem which motivatedBheL ISTEN and argue that
crowdsourcing is a natural solution, before explaining design decisions taken during
development of the web application. We go on to highlighteafthe principal findings and
discuss the lessons from the pilot approach. More detailseoBGLISTEN can be found in
(Cooke 2009; Cooke et al. 2011).

1.5.1 The problem

A better understanding of how listeners manage to commtenaféectively using speech in
realistic environments — characterised by the presenémefiarying degradations resulting
from competing sound sources, reverberation and trangmisfiannels — will enable the
development of more robust algorithms in speech and hetgimology applications. One
key ingredient is a detailed computational model which dbss how listeners respond
to speech presented in noise. At present, we have what hare teemedmacroscopic
models which make objective predictions of subjective speatelligibility (e.g., ANSI
1997; Christiansen et al. 2010) and quality (Rix et al. 20@y) contrast, the study of
microscopicmodels which try to predict what listeners hear at the le¥éhdividual noisy
tokens is only just starting (see, e.g., Cooke 2006). At #artrof the microscopic modelling
approach is the need to discow@mnsistentesponses to individual speech-in-noise tokens
across a sufficient sample of listeners, and to uncover a Ergugh corpus of such examples
to allow comparative evaluation and refinement of microszomdels.

While less-sophisticated microscopic models might be etgakto respond like listeners
when tokens are correctly recognised, they are less likatyake the same errors as listeners
unless the model successfully captures in some detail teepses involved in human speech
perception. Therefore, while consistently-reported ectrresponses in noise are useful in
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model evaluation, unexpected responses common to maegdist are particularly valuable
for the microscopic modelling enterprise.

The main requirement, then, is to collect a corpus of indigichoisy speech tokens, each
of which induces a high degree of consistency in listenguorses for both correctly heard
and misheard cases. More generally, we are interested isurieg the response distribution
for each noisy token. Low entropy distributions, chardstat by one, or perhaps two, clear
concentrations of responses, are the goal of token scigdRobust estimation of response
distributions demands the availability of a large numbedifferent listeners, and hence
makes this an ideal application for crowdsourcing.

1.5.2 Speech and noise tokens

Users of the BGLISTEN application identified one or more blocks of stimuli. Eacbdi
contained 50 monosyllabic English words mixed with one ofyli&s of noise. Words came
from an existing list (Cara and Goswami 2002) using seleatiieria designed to encourage
confusability (e.g., high spoken and written frequency tmelpossession of a large set of
phonological neighbours) and screened to remove obsegnEive native British English
speakers, 4 males and 1 female, each recorded the subsetr &®words which met these
criteria.

A variety of noises were used to encourage different kindsooffusions, resulting, for
example, from foreground-background misallocation otpas of spectro-temporal energy
or masking of target speech components. Maskers includsetbpshaped noise, multitalker
babble for a range of talker densities (including a singlengeting speaker), envelope-
modulated speech-shaped noise and factory noise. Eack datimuli contained words
from a single target talker and a single type of masker. Ttpeadito-noise ratio (SNR) was
set based on pilot tests to a range low enough to create ftemnfusions but not so low
as to lead to near-random responses. In practice, the SNRaded within a narrow range
(SN Rpyax to SN Ry,in) Within each block of stimuli. The first 5 stimuli in the bloacted
as practice tokens. Their SNRs decreased linearly from 8(.d., almost noise-free) to
SN R, after which the SNR decreased linearly for the remainingpf®ns toS N Ryip.
Different maskers used different SNR ranges to reflect thdirfinthat listeners’ ability to
reach a criterion intelligibility level varies with noisgpge (Festen and Plomp 1990). The
purpose of using a decreasing SNR during the block was ta testge of noise levels where
consistent confusions might be expected to occur and alpootdde the user with a more
challenging and perhaps engaging task experience with tisers could complete as many
blocks as they wished. More details of the task and stimelpaovided in Cooke (2009).

1.5.3 The client-side experience

Visitors to the BGLISTEN home page saw a single web page containing a small amount of
motivational text, instructions and the test itself. Thggalso included clickable examples

of words in noise which had the dual purpose of illustratimgtlypes of stimuli in the test and
allowing the volume control to be set to a comfortable leVék test interface ran via a Java
applet. The appletinitially displayed a form to collect aatramount of information from the
respondent and to seek their consent to take part in thefigastg 1.1). Once the form was
filled in and consent given, the main experimental interfa@ssentially a text input box —
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replaced the form (figure 1.2). After completing a block,rsgeceived immediate feedback
on their performance, expressed as a ranking based ondbeéraf words correctly identified
within the subset of listeners who had heard the same tesit.blo

age: [ 393

[ hearing impairment?

ak
L

native langua... | English

RS
—

accent: |  Northem English

® Headphones (recommended)
listening with: () External speakers
O Laptop speakers

@ Low noise e.q. quiet room (recommendet
noise level: O Moderate noise e.g. shared office
O Noisy e.g. internet cafe

# I'm happy to take part in this experiment (" continue )

Figure1l.1 The initial page of the the test interface, showing the qaesaire filled in.

1.5.4 Technical architecture
General consider ations

Previous sections highlighted those aspects of a web-baggeriment that are largely
outside an experimenter’s control. However, the impact ahynof these factors can be
mitigated to a large extent through a careful consideratibsoftware architecture and
design. Key technical goals include minimising the impdatetwork delays (e.g., through
buffering), maintaining precise control over data such adi@signals and user responses
transferred between client and server, robust handlingiikes in user interest (e.g., via
resource pooling), encouraging task completion througteadess and rapid data gathering
process, and by accommodating as far as possible diffesenagient hardware, software
and location. Consequently, technical solutions are feae@uvhich support portability,
localisation, scalability and client-server load shaimgddition to a rich set of programming
structures.

The BIGLISTEN architecture

The BGLISTEN application employs Java technologies coupled with a kaakrelational
database. Java provides good support for audio (viaj #ineax. sound. sanpl ed. *
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You will hear common English words spoken by the same
talker with noise or babble in the background. The first few
words you hear will be quite clear so that you get used to the
voice. Type the first word that comes into your head and
then press the return key, after which you will hear the next
word. There are 50 words in all

press fo start test

clear

your rating will appear here on completion

Figure1l.2 The main experiment screen.

package) and user interfaces (vevax. swi ng. *)as well as multiple threads of execution
and database integration. In principle, highly-variabdendnd can also be accommodated
using Enterprise Java technologies. These were not feé teebessary for the initial version
of the BIGLISTEN application but the ease of future migration to a scalealele app is an
attractive feature of Java.

A Java applet running on the client’s browser is respondimiecollecting respondent-
provided information, delivering noisy speech tokenshgehg participants’ responses and
providing feedback at the end of each test block. A furthgietpsupports the inclusion of
buttons on the web application’s introductory page to ptevéxamples of stimuli and also
to allow the user a convenient means to check the volumegetti

A Java servlet mediates all information flows from and to tipplet. The servlet is
responsible for all communication with the database andtfite, in addition to one-time
initialisation of common resources such as connection obhe applet-servlet design
pattern permits full abstraction of implementation det#é.g., no database language code
is present in the applet, nor any direct links to other bantt#@sources) facilitating rapid
reconfiguration of the back end without affecting the usewvif the application and without
requiring recoding at the applet level.

Information about test blocks as well as homophone, langw@agl accent lists is held
in a relational database in thed_1STEN application. The database also stores participant-
supplied information, word responses and timing data. Fmiency, complete blocks of 50
test stimuli are bundled into single files stored on the geeeenable delay-free presentation
during the test itself, a block of stimuli is downloaded te tient applet while the user fills
in the form. Intermediate buffering strategies, such asrdoading the next or next-but-one
stimulus while the user hears the current one, may be moreppate than monolithic block
transfer in situations where a user’s results can be put toeddiate use in selecting stimuli
for successive users. Here, the overhead of transferrifigveosd block was not high.
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Making best use of user demand

In many crowdsourcing applications the number of respotsdesing the system in any given
time period can be difficult to predict. Too few users may miat the required number of
responses per token is not achieved, while conversely, #myrasers can rapidly exhaust
the supply. While the former case may lead to insufficienistteal power in subsequent
analyses, the latter represents a missed opportunity. Abauwf techniques can be used
to address these issues. A low response rate can still iasvdtiuable data if stimuli are
rationed with the aim of maintaining a given number of regasnper token. A lower limit
on the number of tokens available at any instant might becbasg¢he maximum expected
number of tokens screened by a single individual, givenubats should not in general hear
the same token twice. A higher-than-expected usage carcbenacodated either by dynamic
generation of new stimuli to meet demand, or by overgermarati tokens.

The BGLISTEN application adopts a rationing approach. Blocks of stinprthgress
through three states — ‘unused’, ‘active’, and ‘exhaustéd’any time, a small number
of blocks are active. When a block has been screened suffigiénis moved to the
exhausted state and replaced by an unused block. Suffici#rsryeening is defined in the
BIGLISTEN based on reaching a criterion number (here set to 20) of ‘higtlity’ listeners
(the definition of high quality here is approximately the geas the ‘subj’ category described
in section 1.5.6 below).

1.5.5 Respondents

Here we examine quantitative aspects of thesIBSTENexperiment as well as the
information provided by respondents themselves.

Raw response statistics

Two adverts placed 11 days apart via the University of SHd#iénternal announcement
service (which has the potential to reach more than 200GDasid students) led to 2120
respondents filling in the initial applet form within the fir80 days of the first advert. Of
these, 1766 (83.4%) went on to complete the task (i.e., rebpo at least one block of
stimuli). Note that since respondents were not requireddggister to use the system, no user-
tracking between page visits was possible, so what we cslordents here are actually
separate page visits. Predictably, most of the activityuoed on the days of the adverts
themselves, with a rapid decrease over time (see figure Cl8xrly, peaky demand is a
consequence of the method used to garner interest in the xpebbiment. Ideally, publicity
measures which produce a more uniform demand over time aferped, although in this
case the level of demand was not problematic for the tool.

Between them, respondents heard 157150 individual noksn) corresponding to 3143
blocks, a mean of 1.78 blocks per respondent. Figure 1.4 dsimates that while most
listeners identified stimuli from a single block, a signifit@roportion went on to complete
several blocks. The number of additional blocks screenasbsgin indication of how engaging
the task was for listeners. An additional 0.78 blocks péelisr perhaps suggests that while
many respondents were curious enough to carry out the task, onost did not feel it
sufficiently engaging to continue. Here, it seems likelyt ttiee relatively sparse feedback
provided (essentially just a user ranking) and the lack gfrawvard — monetary or otherwise
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Figure 1.3 Number of responses per day.

— was responsible for the relatively low task engagemergrawatice, task designers can use
this kind of quantitative information to improve the web &pgtion.
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Figure1.4 Number of stimulus blocks identified per respondent.

The mean response time per block was 155 s, i.e., just ovexa®ide per stimulus. Figure
1.5 shows the distribution of mean response times per stignul

Tables 1.1 to 1.4 summarise data supplied by respondentg #ar first language,
accent, listening conditions and audio hardware respagtiwhile figure 1.6 plots their age
distribution. In addition, 58 respondents (3.3%) reposteaie degree of hearing impairment.
Figures are based on the 1766 respondents who completesstbie block.
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Figure1.5 Response time.

Tablel.l Respondents’
self-reported first language

N Percent L1

1442  81.65 English
70 3.96 Chinese
39 2.21 German
31 1.76 Spanish
27 1.53 Bulgarian
19 1.08 Arabic
16 0.91 Hindi
11 0.62 Greek

Here and elsewhere cate-
gories with fewer than 10
respondents are omitted

First language (L 1)

More than 4 out of every 5 respondents reported English aslarwhile the remaining
native languages reflect the multilingual community typafa UK university. While native
English listeners were the target audience here, our expeziwith later versions of the
BIGLISTEN application tested with large L2 populations suggestsrititaist confusions can
also be harvested from non-native listeners, particulirdgn homogeneous samples such
as advanced learner groups with the same L1. For L2 listecmrfusions appear to be
dominated by L1 influences rather than masking.
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Table1.2 Accents reported by respon-
dents with English as L1

N Percent Accent

746  42.24 UK and Rep. Ireland

317 17.95 not supplied

265 15.01 Northern English
162 9.17 Southern

104 5.89 Midlands

55 3.11 Received Pronunciation
12 0.68 Scottish

10 0.57 West Country

10 0.57 Welsh

10 0.57 Northern Irish

Accent

Table 1.2 lists the dominant accents of English amongsoredgnts. Knowing a listener’s
linguistic origins within the native population can — inpeiple — help to make sense of their
responses. One issue is the granularity at which to defirenéscA detailed classification
can lead to problems in finding an appropriate category ferntany listeners who have
moved around, producing the potential for confusion on thet pf users as to the desired
response. The problem is more acute for bilinguals or iddigis with mixed accents. In the
BIGLISTEN listeners could choose from 10 options within the UK, 7 eamhQceania and
North America, and around 5 each for other English-spea&mutries. A design decision
was taken to also permit null responses, or one of severmssigscific categories such as
‘UK and Rep. Ireland’, or ‘General American’. The aim was twable respondents to get
through the questionnaire rapidly in order to encouragepetion of the whole task. A
better approach might be to forego self-classification otatand instead to embed accent-
diagnostic words within the main test, along the lines off@iCiomparisons (2012). As we
will see later, certain word confusions reveal somethintheflikely broad accent region of
the listener and provide an indirect way to classify a resjgotis accent.

Listening conditions

Crowdsourced listening tests will inevitably contain maegponses from users listening
under non-ideal acoustic conditions. This aspect of crowdsng is one of the most difficult
to control (but see section 1.6 for some suggestions). Paheoproblem stems from the
robust nature of human speech perception: listeners amble of tracking a target source
in the presence of reverberation or other sound sourceghémttolerance for extraneous
sound is high, and what is subjectively a quiet environmeay mell contain a significant
level of noise. A very high proportion of respondents in the BISTEN claimed to take the
test in a quiet environment, a figure perhaps influenced bgvth#ability of such spaces for
a university population and not necessarily represemtativa wider audience. On the other
hand, the test itself demands a certain degree of quietWéstater introduce a method for
selection of responses based on performance on near-saliyszorrect stimuli, which can
be expected to identify those respondents listening irorestsly quiet conditions.
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Table1.3 Respondents’ listening conditions

N Percent Noise level

1541  87.26 low (e.g., quiet room)

207 11.72 moderate (e.g., shared office)
18 1.02 noisy (e.g., Internet cafe)

Table1.4 Respondents’ audio hardware

N Percent Audio delivery
815 46.15 headphones
577  32.67 external loudspeakers
374 21.18 laptop speakers

Audio hardware

Extraneous noise is attenuated by headphone listeningrAistening conditions, the fidelity
of audio delivery is one area where a large amount of vaifglibn be expected. Here,
perhaps surprisingly, the majority of respondents did setheadphones but instead listened
though external or laptop speakers, the latter in partichkang clearly sub-optimal for
speech in noise tasks.

Age

Due to factors such as the possibility of age-related hgdoiss, knowing a respondent’s age
can be valuable for later subsetting or rejection of respsnklere, the age profile (figure
1.6) probably says more about that of the group who receivednvitation to participate
than it reveals of any age-related predilection for onliestg. Note that the peak at age 30
stems from this being the default choice on the questioanpagain resulting from a design
decision to facilitate rapid test completion. In a largedsaest it would make more sense
to force respondents to choose an age. Even so, it is integdst observe that all but an
estimated 4% of respondents did indeed go to the troubleletti®y an age rather than
using the default.

1.5.6 Analysis of responses

In this section we examine the responses supplied by uséhe &GLISTEN and go on to
compare them to those of a group tested using the same taskatedals under traditional
laboratory conditions (for details see Cooke 2009). Sirateait blocks heard by the formal
group were exhausted by the web group (in the sense defineztiios 1.5.4 above), the
following analysis is based on a subset of the exhausted waih dorresponding to material
spoken by one of the male talkers in each of the 12 noise dondit
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Figure1.6 Distribution of respondents’ self-reported ages.

Effect of self-reported factorson recognition rates

While the principal purpose of thelBLISTEN web experiment is to discover interesting
word confusions, most of the time in formal tests listeneysorted the correct answer, so
it is of interest to explore how the information supplied egpondents (e.g., first language,
age) correlated with overall recognition scores. Figureshows mean scores for each level
of the factors gathered from participants.

This figure needs to be interpreted with some care. These ravariate scores i.e.,
computed over all other factors and thus it is important teeritbat control variables are
not independent. For example, a correlation can be expbetagen those respondents who
reported hearing impairment and those in the older age btackor a sufficiently large
sample, a full conditional dependency analysis betweednféavels could be carried out, but
the relatively small scale of the current sample precluldiskind of analysis here. Also note
that the distribution of respondents across levels for sofrteese factors is non-uniform.
This caveat aside, we include the data to give some idea dheulikely average effect of
participant factors on performance.

Ambient noise in the test environment had a large effectiddaving a first language
other than English. More surprisingly, the performanceistehers having as their L1 a
variety of English other than British English (NonBrEng)svsubstantially lower than the
level obtained by native British English speakers (BrEmRygedictably, older listeners fared
less well than younger, and similarly users with headphoogserformed those relying on
internal or external speakers. Listeners who reportediganpairment showed relatively
little degradation, although it is likely that listenerstivimoderate or severe Hl either did not
attempt the task or used a hearing aid.

While the ranking of levels within each factor is almost apexted (the exception being
the poorer performance of external loudspeakers comparé&adrnal loudspeakers), the
cross-factor comparisons afforded by this type of plot axealing. The difference between
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Figurel.7 Mean word identification scores for each level of respondepplied factors. Figure
reproduced from Cooke et al. (2011).

means for quiet and noisy conditions is of a similar size asdifference in performance
between British English and non-native listeners. The fieoeheadphone listening is, by
comparison, not so large.

Web versusformal listening tests

The upper and lower boxplots of figure 1.8 depict word scatsiics for the crowdsourced
(weB) and traditionally-testedFORMAL) groups prior to any type of respondent-filtering.
The intermediate boxplots(BJ ANCHOR, SUBHANCHOR) describe scores for subsets of
web respondents selected on the basis of subjective anctiobjeriteria defined below.

This figure demonstrates that mean scores obtained viaanatilcrowdsourcing are very
significantly reduced — here, by well over 20 percentagetpeitompared to those obtained
under traditional testing procedures. This outcome has fmead in other web-based speech
perception studies (e.g., Mayo et al. 2012; Wolters et &l 020For instance, in Mayo et al.
(2012) MTurk listeners had an absolute performance levarotind 75% of that measured
in a traditionally-tested group.

Nevertheless, figure 1.8 suggests that individual webristeare capable of high scores.
Indeed, somavEB participant scores are higher than those obtained ir¢tirmMAL group,
although it should be noted that the latter employed far fepagticipants (which also
accounts for the wider confidence intervals for HBERMAL group).

Clearly, theweB group includes data from respondents whose first languamp English,
or who reported hearing-impairment, or might be expectediffer from age-related hearing
deficits, less-than-ideal listening conditions or audidivéey hardware. As a first post-
filtering step, respondent-supplied criteria were usedetecs a subjectively-defined subset
of web respondents(/BJ). This subset contained only those respondents who sédtigfief
the following criteria:

(i) listening in a quiet environment
(i) audio delivery via headphones
(i) British variety of English as first language
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Figure 1.8 Boxplots of scores for formal and web groups. Lines exteriddimes the inter-quartile
range, circles indicate outliers, box thickness is prapoal to the number of listeners in group and
notches depict 95% confidence intervals. Figure from Coolad ¢€2011).

(iv) aged 50 or under
(v) noreported hearing problems

Around 31% of web listeners satisfied the intersection of¢heonstraints. As anticipated,
the mean score for this group (figure 1.8) is significantlynleigp < 0.01] than the unfiltered
WEB group, although still far below the level of tiF@RMAL group.

Taking respondents’ information at face value, subjettidefined criteria go some way to
matching conditions in traditional testing environmemtksere more control over the listener
population can be exercised. However, they retain resgoinsm those listeners who, for
whatever reason, performed very poorly on the test comparethers in the cohort (see
the outliers in figure 1.8). These listeners may have giveatugome point during a block
of stimuli and then entered arbitrary responses in ordeg¢eive feedback at the end of the
test, for example. For this reason, it is useful to seek divgecriteria to select well-motivated
respondents. In the crowdsourcing scenario, one appredaslekamine response consistency
across listeners. In general many techniques are possibedlon measuring the likelihood
of a response sequence by comparing the response to eachwikethe distribution of
responses from all other listeners who screened that tbkéime BGLISTEN we adopted an
approach based on first identifying a type of criterion tokege section 1.3.2) that we call
an ‘anchor token’ — an individual stimulus that satisfiesjthet criteria of (i) having been
screened by many listeners and (i) having a very high rateoofect identification. Once
anchor tokens are identified, they can be used to filter owethespondents who failed to
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reach a criterion score on these stimuli. Here, anchor kesre defined as those stimuli
heard by at least 30 listeners and which, as individual tekegsulted in scores of at least
80% correct. Since not all listeners heard the same blocksratili, different set of anchor
tokens are used in each case. Fortunately, many anchorstokeating the above criteria
were present in the response set.

Respondents who achieved mean scores of at least 90% onraakbos made up this
objectively-definedaNCHOR subset. Around 63% of all web listeners met this rathertstric
criterion. Subjective and objective respondent filteripgraaches can also be combined to
produce asUBX*+ANCHOR group. In this case, the dual criteria retained only 23% ol we
respondents.

The use of anchor tokens has the desired effect of removitlgpi®,) and produces an
increase in mean score, although by less than the apphicatisubjective criteria [p:0.05].
Combination of the two criteria leads to higher scores, atdbst of removing more than
3 out of every 4 respondents from the analysis. However, aet8eptage points gap still
remains between the traditionally-tested and best webesubs

In subsequent analyses, the responses of the formal greuganpared with the
best-performing web subsetuBi*ANCHORand its complement (i.e., the setEB—
(SUBX+ANCHOR)). For brevity, these web groups are denoted web+ and web-.

Score correlations across masker and SNR

The degree to which the different listener groups pattera gimilar way as a function of
noise type and SNR is shown in figure 1.9. Each point represesponses from a single
noise type in a narrow SNR range (quantised to 1 dB). The gtommrelation that exists
between formal and web scores suggests that both the vatiffiglty in identifying word
subsets at a given SNR as well as the challenge produced byé#te masker types leads
to the different listener groups being affected to a venyilsindegree.

An even larger correlation of 0.96 in intelligibility scareacross five different speech
styles was reported in a comparison of MTurk and lab-tesséeilers in Mayo et al. (2012),
strengthening the view that even when absolute scoresdiffe pattern of scores across
conditions can be remarkably similar in web-based and fospeech perception tests.

Response consistency

Another way to measure similarity in responses is to lookatgroportion of words where
listeners reached a certain level of consensus in theisies. Figure 1.10 shows how many
words were identified correctly (upper panel) or misideadifibut in a consistent way (lower
panel) as a function of the degree of agreement.

The rightmost bars in both plots depict a very strict levehgfeement, with more than
90% of listeners providing the same response to a given htsnBor the formal group, over
350 words were identified correctly on the basis of this oote with rather fewer for the
web+ subset of crowdsourced listeners. Here, there is a difarence between the web+
and web- groups, the latter showing far lower degrees obresgpconsistency.

In the middle of the range, for 50% agreement upwards, we Haveveaker criterion
of majority agreementror correct responses, the majority agreement levelsimitasfor
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Figure1l.9 Mean scores in each masker and SNR condition for the fornthMab groups. Figure
from Cooke et al. (2011).

each group. However, for incorrect responses, where ntyajesponses identify the robustly-
perceived confusions that we are mainly interested in, gdmnél group shows a greater
degree of consistency than the web+ group, while the webdmiscovered relatively
few consistent confusions. In fact, the formal group disred 129 majority confusions
compared to 85 and 44 respectively for the web+ and web- grolipis suggests that
although the web-based procedure leads to lower overakscib is still effective in finding
potentially-interesting word confusions in noise if bothbgective and objective listener
selection procedures are followed. Some of these confssimshown in figure 1.11.

An unexpected outcome was the finding that the web+ groupjemhaconfusions were
not simply a subset of those discovered by formally-testdrers. In fact, only 33 were
common to both groups, while the remaining 96 from the forgraup were not majority
confusions for the web group. Intriguingly, the reverse w&kl® the case: the web+ group
crowdsourced 52 exemplars which were ‘missed’ by the fogmalip. The reasons for this
finding are unclear. It is possible that the lower qualityiawajuipment likely to have been
used by the web group led to consistent response biasesn$tance, if significant high
frequency attenuation was more likely to be present in thie greup, confusion between
certain fricatives might be more frequent, and may havededtendency to pattern in similar
ways across the web group. This is an area which demandgfiumtrestigation.



Crowdsourcing in Speech Perception 27

Correct responses
400 w

300
200
100

5 15 25 35 45 55 65 75 85 95

Incorrect responses

* 150 \ ‘ ,
o Il formal
o) lweb+
= 100 I
5 [ Jweb-
o

o 50r :
&

>

pd

0

5 15 25 35 45 55 65 75 85 95
% agreement

Figure1.10 Agreement levels for correct and incorrect responses.r&€ifjam Cooke et al. (2011).

Typical confusions

The relatively small scale of theIBLISTEN experiment means there is insufficient data
to support a comprehensive discussion of confusions. Heryvéy date we highlight some
tendencies we have observed in the data.

(i) Most confusions involve consonants rather than vowalih6ugh the reverse was true
in a subsequent unpublished study with non-native Spaisgtners). Most vowel
confusions (mainly A/-/o/) are likely to be caused by an accent mismatch between
the speaker and listener.

(i) Labial plosives and fricatives are often involved insat confusions. Sometimes the
confusions are inter-labial (/f/ to /p/ or /b/) involvingidative/plosive errors (Hazan
and Simpson 1998), but we often observe a labial to /h/ caoriusvhich highlights
the lack of salience of the labial gesture in acoustic/pgetted terms.

(i) Nasals are frequently substituted or deleted, esglgcin coda position (Benki 2003).

(iv) Some confusions involve consonant insertion in bottiecand onset position, perhaps
due to incorporation of background energy fragments (gga-peace’).

(v) Other confusions suggest an effect of word familiaréyg(, ‘veil-fail’, ‘whirl-world’).



28 Crowdsourcing in Speech Perception

100+ : wipe-white QI rse
95~ daun-siger o:ught—port
90l :Iac k-black
! — dole-doll
| pill-hill
T 8¢ |
o 1
g warn-warm !
€ 80 -~~~ fake-bake dull-dog  force-horse Vveil-fail -
E dull-doli
& 75¢ i
=4 whirl-world !
% 70~ wall-walk E
iz wall-walk
2 g5 get-guess | o
own-home ! boil-oil
duli-doll
60 sick-six i
55 war-wall  Side-sigh !
veil-fail pill—hill 1 dull-doll
50 _fai i
m\‘\'j'e_I!;!‘E:III hﬁ"r_rmthnrea : 1 1
50 60 70 80 0 100

% listener agreement (formal)

Figure1.11 Majority confusions in common for formal and web+ listenddstted lines show 80%
agreement levels. Figure from Cooke et al. (2011).

Exampleresponse distributions

We end this case study with a look at some of the responsébdisbns to individual noisy
speech tokens. Each panel of figure 1.12 plots the numbene$ta given word was reported
in response to the presented word and noise type indicatdaélp the response distributions
manageable and relevant, only those responses which werded by at least three listeners
are retained. These examples have been chosen both teatitufdcets of the task and to
highlight some of the issues that need to be considered wéiag arowdsourcing to gather
responses in speech perception tasks. While we present camectures, the underlying
mechanisms which create the response patterns are sfilbfarunderstood.

(i) ‘Dall’ in 4-talker babble-modulated noise (BMN). This is a classic case of a very
robust confusion with a high degree of listener agreemeespBndents identifying
this stimulus as ‘dog’ outnumbered those reporting thesmr@nswer by 6-to-1 here.
It is possible that energetic masking of the final consonalided by misallocation
of a suitable brief noise burst from the background maskes rgaponsible for this
confusion. The vowel in this and many other examples wagctyrreported. As noted
above, vowels tend to be robust and survive masking at thesS/88d in BGLISTEN.

(i) ‘Heap’ in 2-talker babble. Complete background words typically remain audible in
two-talker maskers and in this case nearly all listeneratitied the word ‘middle’
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Figure1.12 Example response distributions. A hyphen indicates a rafjonse. The stimulus in each
case is shown as the combination of word and noise type. 2tblé indicates natural babble made
up of 2 or 16 voices. 4 BMN is speech-shaped noise with erevehgglulations from 4-talker babble.

instead of the target ‘heap’. What is surprising about tikeneple is that a 2-syllable

word was reported in spite of listeners receiving instautcthat all target words were

monosyllabic. This highlights a methodological differefetween crowdsourcing and
traditional testing: there is no guarantee that partidiphother to read the instructions,
and there is less opportunity to emphasise experimentariasuch as this compared
to a formal testing situation where the experimenter is wlayly present. If necessary,
immediate and automatic feedback could be provided to coifte misunderstanding.

(i) ‘Lawn’ in 16-talker babble. We speculate that high-entropy confusions like this are
symptomatic of energetic masking, where parts of the tangetl are swamped by
noise. How listeners fill in the inaudible segments will degpen respondent-specific
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‘language model’ factors, leading to some variety in resgsnHowever, this example
illustrates that useful information can be obtained evehéncase of a relatively high-
entropy response distribution. While no respondents teddahe word actually present
in the noisy stimulus, nearly all agreed on the attachmeatwérd-initial fricative f/,
presumably recruited from the masker. Again, the vowel wea®rted correctly in all
cases. Note also the need to handle homonyms (e.g., ‘fldlarky") in open-response
tasks of this sort.

(iv) ‘Wise' in 2-talker babble. This is a similar example to ‘lawn’: a surviving target
diphthong surrounded by a largely consistent initial comst cluster and some
variation in coda consonant. The different coda consonar@sumably reflect both
non-uniform stimulus ambiguities which favour some intetptions over others, as
well as lexical constraints. It is worth noting that whilesyspellings were present
(though infrequent), respondents in the main did not inwentls, i.e., use nonwords to
identify their response. The lesson here is that, unlikeestasks in speech perception
(such as those mentioned in section 1.4.4), a task demamdirds as responses is
highly-appropriate for naive listeners.

(v) ‘Rough’ in 4-talker BMN. What is interesting about this example is not the fact that
a small majority reported the correct response, but thaesafrthe incorrect responses
reveal something about the accent or linguistic envirortrogtine respondents. Within
the UK, regional variation in pronunciation of words is rif@ith words such as
‘look’ and ‘book’ being produced with eithen# or /u/. In principle, these diagnostic
responses might be used to corroborate respondent-sdipplg@mation on accent.
This example also illustrates that homonym handling needsetsensitive to accent
e.g., ‘look’ and ‘luck’ are not homonyms for all listeners.

(vi) ‘Foul’ in speech-shaped noise. Here, no listener reported the correct answer and many
produced a null response, but there was enough evidence mofly stimulus for 19
listeners to report the word ‘bank’. This is an interestinge, because the phonological
transformation from ‘foul’ to ‘bank’ is not at all obvious(tsay the least!) and yet
the background noise type is supposedly uninformativeq@sdnot contain speech),
nor was it temporally-modulated. This concluding exampmendnstrates one of the
primary benefits of carrying out speech perception taskis @pien response sets and
large numbers of listeners, viz. the emergence of intrigaimd unexpected outcomes.

1.5.7 Lessons from tHRIGLISTEN crowdsourcing test

While small-scale in nature, theIBLISTEN experiment suggests that crowdsourcing is
capable of eliciting response distributions which are déptal interest in speech perception
studies. Quantitative estimates (e.g., from figure 1.1Ghefrate at which even formally-
tested groups make consistent mis-identifications of neigyuli indicate that robust
confusions are rare, and motivates the use of crowdsouasiag initial sieve prior to formal
confirmation tests.

BIGLISTEN also demonstrates that both respondent-provided infeasmand internally-
generated anchor tokens can contribute to the selectionstenérs who better match
the levels of homogeneity and motivation which we aim for @bdratory-based tests.
Nevertheless, coherent subsets of web respondents newehadascores seen in the



Crowdsourcing in Speech Perception 31

laboratory. This finding echoes other studies of crowdsagravith speech and/or noise
stimuli (Mayo et al. 2012; Wolters et al. 2010). Clearly,wdsourcing in speech perception
is not suitable for those tasks which seek to estimate atesplkrformance levels of listener
samples. The reasons for this discrepancy have yet to beipieg — in itself not an easy
task — but seem likely to include differences in the ovenatlia delivery path from a client’s
computer to their auditory system: digital-to-analoguevesion, amplification, connectors,
leads and headphones are all candidates for signal degjenedative to a typical speech
perception laboratory setup.

The BIGLISTEN benefitted from a surprisingly high rate of voluntary paption,
estimated at around 7-10% of all those receiving one of twaikmvitations. While
careful timing of the invitations, just following the anduaflux of new students, no doubt
contributed to this level of involvement, it is also possitiiat the promise of a rapid, hassle-
free and anonymous experiment requiring no user registragppealed to many respondents.
Designing a test which could generate useful data with antesshd time of under three
minutes per user was a primary design goal, even at the exjpépgrmitting null responses
in the elicitation of user data (e.g., default values for agé accent). In hindsight, allowing
default responses is not to be recommended as best pragéde ds potential to invalidate
sample-wide estimates of the desired factor.

One of the advantages of a large-scale listening test witklatively unconstrained
response set is the possibility of finding unforeseen yetisbbesponses with non-trivial
explanations. For example, thad_ISTEN has, for us, motivated a change in the way we
think about the effect of noise on speech, with the notion agking giving way to a more
complex sequence of speech-noise ‘reactions’ which résaltgiven word confusion. The
lesson here is that while it is possible in principle to finahigar outcomes with traditional
test procedures, the use of large and somewhat uncontsdlegles seems to encourage
unexpected outcomes. Control of everything that can beralbed, from participants to
instructions, is the official ethos in most formal testshaitgh it need not be), but may well
be counter-productive in tasks which seek to discoverrastng’ specimens.

The finding that formal and web tests differ not only in abs®lacores but also in
the patterns of majority confusions suggests that additioare needs to be exercised in
preparing for a web experiment. One implication is thattgilmarried out in a formal setting
may give a biased picture of what can be expected in a crowdsdtest.

1.6 Issuesfor further exploration

Further and more extensive use of crowdsourcing in speediepion seems inevitable.
Some of the driving forces for greater use of non-formalingsprocedures include: the
increasing use of spoken language output technology whilkhfor large-scale comparative
evaluations, for which crowdsourcing enables ranking afteayis; the online delivery of
simple hearing tests; and the need for more speech pernggtts to better understand
hearing and to develop more robust speech technology. ieregise some of the issues in
crowdsourced speech perception that deserve further,stndyighlight some technological
developments which might enable better control of web erpents.
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Matching traditional levels of performance

Currently, as we have seen, the absolute level of perforeiangeb-based speech perception
tests falls short of that obtained in formal settings, ppsheestricting the use of this
methodology to crowd-as-filter approaches and rank ordesinconditions, assuming in
addition that appropriate formal validations are carrietl ®Vhat can be done to raise the
performance baseline? Here are six areas to focus on:

(i) Better listener selection procedures. Pre-tests,gusiiterion tokens, might help to
select listeners suited to the target language, for example

(i) Automatic determination of audio delivery hardware.

(i) Automatic sampling of a listener’s acoustic enviroant. While the technology already
exists to make client-side estimates of, for example, bemkgd noise spectrum and
level, its use raises important privacy concerns and conlg loe employed based on
informed consent.

(iv) Improved procedures for task explanation, includingafmanisms to check for correct
interpretation. A short instructional video could bettanglate the oral interaction
typical of a lab-based experiment.

(v) Improving respondent motivation. Many opportunitiesisé to incorporate the
collection of speech-based judgements into more entértpiapplications. The
provision of timely and relevant feedback is an additioaakft of motivation.

(vi) Options to cope with client-side disruptions during tlask. A participant with the best
will in the world will find it more difficult to prevent disrupdns — caused by such
things as visitors or telephone calls — than an experimedewutaboratory control.
While response time monitoring is a passive means to idedistuption, an approach
which allows participants to signal ‘unreliable’ trials uld permit better identification
of reliable data.

Decreasing variability

A key issue is how to reduce response variability, which hasyrof the same origins as
those speculated to cause lower absolute performancesrdis, equipment, environment.
Targeted advertising in special-interest communities ayurhs might lead to increased
listener homogeneity, if this were a desirable outcome ingiven web experiment, at the
expense of a reduced rate of participation. More stringgsgi@ndent questionnaires are likely
to produce the same tradeoff.

Equipment variability is one area which should be more gaihtrolled in the future.
Experiments can be aimed at users of specific devices whalse eharacteristics are well-
understood. For more limited sample sizes (perhaps imghonger or more intensive
testing), headphones could be mailed out as a gift to ppatids, providing an incentive
to participate. Introduction of a gaming/competitive efathmay motivate certain types of
user to undertake the test using the best equipment at tkpwghl.

While the BGLISTENmade no use of IP addresses (e.g., to estimate participant
location/language, or cross-session tracking), thismégion could be employed to increase
the likelihood that different sets of responses originedenfdifferent individuals.
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One source of variability in applications like thed.1STEN which have open-set response
alternatives stems from user input errors e.g., typos asdspellings. If the user responds
with another valid word, little can be done. Otherwise, tlagtipipant could be passively
alerted to the possibility of an an input error, perhaps édgphe commonly-used method of
input underlining. Handling input errors is best done ondlient side and is likely to become
easier to integrate into crowdsourcing in the future ebggugh the use of spellchecked forms
in HTML5.

Ethics and safety concerns

Two related issue we have barely touched on are the ethichlsafety dimensions of
crowdsourcing in speech perception. ThesBISTEN required explicit consent to be given
before commencement of the main test, but it is not cleartthiatwill be sufficient in all
tasks or jurisdictions. Ethical and especially safety @ns involve many distinct questions,
some of which have been covered in other chapters and are eomathe domain of speech
perception. We focus on those most relevant to the speechiddrare.

First, there is the issue of possible temporary or permamesring damage caused by the
delivery of intense stimuli. Here, we would suggest thatlevttiere are numerous examples
of web-based audio delivery (e.g., online videos or musigsas), and that there is very little
that can be done to control the final sound intensity level lwtkvstimuli are reproduced,
deployment of crowdsourcing in speech research requigds standards to minimise user
risks. Techniques include: issuing warnings about settisgutput level via examples prior
to reaching the main test; requiring a user to correctlytidy practice examples which
are chosen to distort at high volume levels; monitoring geeniance in the main test and
curtailing the experiment if a performance threshold onilgascognised tokens is not
reached; preventing overlong exposure to the experimefiking a maximum number of
repeated listens from a given IP address in a fixed time peeosuring that output levels
are fixed across stimuli and tested at high volume settingsasnmonly-used computer
hardware.

Second, detailed questionnaires, particularly those pmmcomplete linguistic histories
which might be solicited in speech and hearing studies, Ishaot compromise user
anonymity where this has been promised. This concern appliest acutely for smaller
samples that might result from targeted recruitment.

Third, feedback should be relevant, accurate and useftigstis involving the perception
of speech signals it is essential to make clear to resposdeamitthey are not undertaking an
online hearing test, and to stress in any feedback giverthieatesults cannot be interpreted
in ways which relate to their individual hearing sensitivithe provision of useful feedback
needs careful consideration in applications such as tledl BTEN which actively seek
confusions and typically lead to low scores from listenehgare performing quite normally.
Here, other feedback metrics might be required, such asdbeed of listener consistency
rather than raw accuracy.

1.7 Conclusions

e Crowdsourcing in speech perception can be a valuable adjaricaditional testing
methods.
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e For tasks such as those which require calibration of pratientlevels, or involve the
reporting of fine distinctions or estimates of absolutelewéintelligibility, traditional
tests remain the method of choice.

e For evaluative tasks such as accent judgements or spedttesigguality assessment,
where ranking of alternatives is the desired outcome, wadeth testing is an option
that merits consideration.

¢ In domains where the availability of a large listener saniplan essential element of
experimental design, crowdsourcing may be the only pralctipproach.

e Further studies are required to validate the applicaticamiynew task or domain and
in particular to test for the existence of consistent biasessponses from the crowd.

e Methodological innovations will be needed to enable olyjecconfirmation of
subjective wisdom.
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